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phase-velocity spectrum, between roughly 10 and 20 m s21,
that coincides with the strengthened zonal-mean zonal
wind in that region (Figs. 5c,f). Figure 5 clearly illustrates
how critical-layer control leads to increased vertical
penetration of both planetary-scale and synoptic-scale
wave drag into the subtropical lower stratosphere. The

synoptic-scale EPFD changes (Fig. 5f) take the form of
a vertical dipole, which implies a purely vertical shift
and accounts for the phase-velocity dipole seen in Fig. 4f.
In contrast, the planetary-scale EPFD changes (Fig. 5c)
are single signed, which suggests a possible contribution
from strengthened tropospheric wave forcing.

FIG. 5. As in Fig. 4, but for EPFD cospectra vs altitude at 308N.

792 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S VOLUME 68

Shepherd	
  and	
  McLandress	
  [2011]:	
  	
  
showed	
  how	
  an6cipated	
  future	
  zonal	
  wind	
  changes	
  lead	
  to	
  
higher	
  cri6cal	
  levels	
  for	
  synop6c	
  scale	
  waves	
  (right)	
  	
  	
  	
  à	
  	
  
and	
  stronger	
  stratospheric	
  wave	
  drag	
  at	
  higher	
  al6tudes.	
  
	
  

Note	
  ΔU	
  <	
  10	
  m/s	
  !	
  

	
  ~	
  Geostrophic	
  Balance	
  
-­‐dT/dy	
  ~	
  du/dz	
  

Future  (2080-­‐‑99)  –  Past  (1960-­‐‑79)	

C(v, k)dv 5 C(c, k)dc, where c 5 va cosu/k, a is the
earth’s radius, and u is latitude. Although Rossby waves
conserve angular phase velocity rather than regular phase
velocity during propagation through a zonally homoge-
neous flow on the sphere, as in Randel and Held (1991)
we plot regular phase velocity to allow a direct compar-
ison with the zonal-mean zonal wind. A phase-velocity
grid of resolution Dc 5 1 m s21 was used. Cospectra for
each year were averaged over the appropriate time periods
and over the three simulations. The plotted cospectral
densities in (c, k) space have been divided by Dc and
therefore have units of the physical quantities. We have
checked that the integrated EPFD across all phase speeds
closely matches the transient EPFD computed directly
from the physical fields.

Note that the wavenumber–frequency analysis re-
quires daily 3D data, which are not available on the
CCMVal archive. Thus, it is not possible to extend this
analysis to other models using the existing archive.

3. Analysis

We start by showing the predicted changes in tem-
perature and zonal wind arising from climate change in
the CMAM. Although this is not a new scientific result,
it sets the context for the subsequent analysis. Figure 1
shows the differences between the past (1960–79) and
future (2080–99) of the annual- and zonal-mean tem-
perature and zonal wind from the ensemble mean of
the three simulations, along with the westerly jets for the
past. The strengthening of the upper flank of the sub-
tropical jets in both hemispheres is readily apparent.
Note that this cannot possibly be the response to a
strengthened BDC, because a strengthened BDC would
cool the tropics and warm the extratropics and thus act
to weaken rather than to strengthen the upper flank of
the jets. At middle and high latitudes, the zonal-wind
changes differ substantially between the two hemi-
spheres and their interpretation is less straightforward
because the zonal winds respond in a first-order way to
the dynamical changes (MS09). Our focus here however
is on the subtropical changes, because it is the wave drag
at subtropical latitudes that is determinative of the net
tropical upwelling and thus of the BDC as usually un-
derstood (Butchart et al. 2006; MS09).

Because the wavenumber–frequency analysis can only
be performed for waves with a nonzero phase velocity,
stationary waves are necessarily excluded. It is therefore
important to determine how much of the resolved wave
drag is missed by this procedure. Although it is often
tacitly assumed that planetary waves, especially in the
NH, are primarily stationary, the contribution of sta-
tionary waves to the driving of the BDC has not been

quantitatively assessed. Figure 2 shows the mass stream-
function for DJF at 70 hPa inferred from downward
control for the past (left) and the difference between the
future and past (right). This is a revised version of Fig. 18
of MS09, but with the resolved wave drag now separated
into its stationary (monthly mean) and transient (de-
viations from monthly mean) components. Because the
net downward mass flux in each hemisphere is pro-
portional to the mass streamfunction evaluated at the

FIG. 1. Difference between the past (1960–79) and the future
(2080–99) of the annual- and zonal-mean (a) temperature (K) and
(b) zonal wind (m s21), from the ensemble mean of the three CMAM
simulations. The thin dashed–dotted lines in (b) denote the sub-
tropical westerly jet for the past using a contour interval of 10 m s21;
for clarity, the zero line and easterlies are not plotted. The subtropical
jet maximum is located near 408N and 408S.
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Introduc)on:	
  Stratospheric	
  Winds	
  and	
  Climate	
  Change	
  
Small	
  changes	
  in	
  zonal-­‐mean	
  winds	
  affect	
  Rossby	
  wave	
  and	
  gravity	
  wave	
  
propaga)on,	
  with	
  wide	
  ranging	
  impacts	
  on	
  climate	
  and	
  weather	
  processes.	
  
	
  

	
  
Example:	
  GHG	
  increases	
  and	
  small	
  changes	
  in	
  the	
  upper-­‐level	
  winds	
  lead	
  to	
  an	
  
increasing	
  trend	
  in	
  the	
  strength	
  of	
  the	
  global	
  equator-­‐to-­‐pole	
  stratospheric	
  
transport	
  circula6on	
  in	
  most	
  chemistry-­‐climate	
  models:	
  

These	
  wave-­‐driven	
  
circula6on	
  trends	
  will	
  affect	
  
global	
  water	
  vapor	
  and	
  
ozone	
  concentra6ons	
  with	
  
associated	
  radia6ve	
  effects	
  
and	
  feedbacks.	
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TMS in WACCM3.5 adds a surface drag term; hence,
the circulation in the troposphere is changed as compared
to WACCM3.5ntms. Figure 13 shows the zonal compo-
nent of TMS averaged zonally for DJF. The largest drag
on the mean flow occurs between 308 and 608N. Figure 14
shows the zonal wind difference between WACCM3.5
and WACCM3.5ntms for the same time period. Corre-
sponding to the large values of TMS, the surface winds in
WACCM3.5 are reduced between 308 and 608N. In
a zonal average this change is by 2 m s21 near 408N;
however, these changes are much larger at individual
longitudes corresponding to mountain regions. Changes
to the surface momentum budget also cause changes to
the upper tropospheric circulation in the extratropics.
There is a statistically significant region of increased
westerlies, in WACCM3.5, centered on 408N between 300
and 50 hPa. This wind change is primarily due to changes
in orographic gravity wave drag. Figure 15 shows that the

gravity wave drag near 408N (between 300 and 50 hPa) is
up to 3 m s21 day21 stronger in WACCM3.5ntms than in
WACCM3.5, almost a threefold increase. This change in
orographic GW drag leads to weaker westerlies in the
lower stratosphere in WACCM3.5ntms. The orographic
gravity wave generation is very much dependent on the
surface winds and, since those have increased by the re-
moval of TMS in WACCM3.5ntms, the orographic
gravity wave generation also has increased, and so has the
forcing from gravity waves on the mean flow. The dif-
ferences in the zonal wind in the NH troposphere be-
tween WACCM3.5 and WACCM3.5ntms apparently are
not due to the EP flux divergence from resolved waves, as
we will illustrate below.

In the NH stratosphere the winds in WACCM3.5
are much weaker, as compared to WACCM3.5ntms,

FIG. 13. Zonally averaged turbulent mountain stress (N m22) in
WACCM3.5ntms for December, January, and February.

FIG. 14. DJF zonal wind difference: WACCM3.5 2
WACCM3.5ntms. Contours are 6(1, 2, 3, 4, 5, 10, 15, 20, 25) m s21.
Light and dark shading represent regions with Student’s t-test
values at the 95% and 99% levels, respectively.

FIG. 15. DJF averaged gravity wave drag for (a) WACCM3.5, (b) WACCM3.5ntms, and (c) WACCM3.5 2 WACCM3.5ntms. Contours
interval is 1.0 m s21 day21. Light (dark) shading in (c) represent regions with Student’s t-test values at the 95% (99%) levels.
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The improvements in WACCM3.5 variability are as-
sociated with the improvement of the mean zonal wind
during January–March. These are shown in Fig. 12. In
WACCM3, the NH extratropical stratospheric winds
were consistently too strong. In WACCM3.5 the NH
stratospheric winds are very close to ERA-40 observa-
tions, especially in January and February. In March
the 20 m s21 contour still goes down to 20 hPa in
WACCM3.5, whereas it only reaches 5 hPa in ERA-40.
Note that Rind et al. (1988b) also noted a change in
model variability and stratospheric warmings as a result
of changes to the gravity wave parameterization.

The change in NH stratospheric variability and in
the frequency of sudden stratospheric warmings is the
largest improvement in WACCM3.5 as compared to
WACCM3. One is tempted to conclude that these im-
provements are due only to the new representation of
gravity waves in WACCM3.5. As we will demonstrate in
the following subsection, a large part of the improve-
ment in the representation of standard deviation of NH
temperature in WACCM3.5 is due to the new gravity
wave parameterization; however, the improvement in
the frequency of sudden stratospheric warmings comes
from the addition of turbulent mountain stress (TMS).

3) CAUSE OF VARIABILITY IMPROVEMENTS

We have carefully examined all of the new additions
to WACCM3.5 and have carried out sensitivity experi-
ments with the GW tuning parameters in order to un-
derstand their role in simulating middle atmospheric
climate. We did find that middle atmospheric climate is
sensitive to the remaining GW tuning parameters. In

particular, the mesopause temperatures and height are
dependent on the amplitude of frontally generated GWs
(tb) and the frontogenesis function. We do not show the
numerous simulations here but, in general, find that, if
tb is set to a higher value, GWs break at a lower altitude,
causing the mesopause height to be lower than observed
(and vice versa). If the frontogenesis threshold is set to
a lower value, there is not enough GW breaking in the
mesosphere, causing the mesopause to be too high and
its temperatures too warm.

Different settings of the remaining GW tuning pa-
rameters do impose changes of the NH stratospheric
interannual variability. However, in all the simulations
carried out with the source-oriented gravity wave pa-
rameterization, the standard deviation of NH strato-
spheric temperatures is much closer to observations than
in WACCM3, implying that the more realistic variability
in the GW sources, especially in the extratropics, im-
proves the variability in the extratropical stratosphere.
However, we find that the large improvement in the
frequency of SSWs is not solely due to the source-
oriented GW parameterization but, in large part, is due to
the inclusion of turbulent mountain stress owing to sur-
face roughness. We demonstrate this below by comparing
the WACCM3.5 simulation with a WACCM3.5 simula-
tion without TMS. We call the simulation without
TMS WACCM3.5ntms and the only difference from
WACCM3.5 in this simulation is the lack of TMS.

Figure 11d shows the temperature standard deviation
during the month of January for WACCM3.5ntms. The
values in the stratosphere are very similar to those in
WACCM3.5. They differ only in the maximum values

FIG. 11. January standard deviation of temperature (K) for (a) ERA-40, (b) WACCM3, (c) WACCM3.5, and (d) WACCM3.5ntms.
Contour interval is 2 K.

TABLE 1. Frequency of occurrence of stratospheric sudden warmings: number of events per year.

Warming type ERA-40 WACCM3 WACCM3.5 WACCM3.5ntms

Major midwinter (NDJF) 0.5 0.1 0.4 0.1
Major midwinter (NDJFM) 0.6 0.1 0.6 0.25
Minor (NDJF) 0.9 0.7 1.0 0.4
Minor (NDJFM) 1.4 1.4 1.4 0.65
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variability is again assessed by considering the maximum in
the interannual standard deviation of the zonal wind and its
latitude. Because the maximum interannual variability occurs
in high latitudes in the NH winter but is displaced toward
midlatitudes in the SH winter (e.g., see Figures 5 and 11 of
Butchart and Austin [1998]), results are shown in Figure 2
for the regions 45–90°N, and 30–80°S. On average the
variability is not as well simulated by the models as the mean
climate. For the NH winter, the observations show maximum
variability close to the climatological mean jet maximum.
All the models fail to capture the equatorward tilt with height
for the maximum variability, and in two models the maxi-
mum is displaced to the lower middle latitudes in the upper
stratosphere. There is also a wide spread among the models
in the amplitude of the jet variability with several obvious
outliers, most of which have too much variability especially
in the upper stratosphere. Only one model exhibits a distinct
lack of variability compared to the observations.
[15] For the SH winter, the observations show maximum

variability on the equatorward side of the jet, fairly close to
the region of the QBO. Most of the models show variability
that is too weak and located too far poleward compared to
observations.

[16] The nature of the variability of the PNJ can be further
isolated by applying an Empirical Orthogonal Function
(EOF) analysis to the extratropical zonal‐mean zonal wind
[e.g., Feser et al., 2000; Black and McDaniel, 2009]. Here
an EOF analysis is applied at 50 hPa. By considering all
months, this analysis captures seasons when the variability
maximizes: January to March in the NH and mid‐October to
mid‐December in the SH [Thompson and Wallace, 2000]. In
general, the models capture this seasonality reasonably well
though the period when there is large variability is extended
in several of the models compared to the reanalysis (not
shown).
[17] In both the reanalysis and the models, the extratropical

variability of the zonal‐mean zonal wind in the stratosphere
can be mainly described by two modes with the first mode
dominating. In the reanalysis data the leading mode explains
87% of the variance in the NH. In the SH, both modes
contribute, explaining 59% and 35% of the variance,
respectively. The leading mode describes the variations in
the strength of the eastward PNJ while the second mode
represents the meridional shift of the jet. Moreover, because
theses two leading modes describe the same two processes
(i.e., variations in the jet strength and a meridional shift of

Figure 1. Zonal wind speed and latitude of the jet maxima (top) of the Northern Hemisphere (NH)
December to February (DJF) climatology and (bottom) of the Southern Hemisphere (SH) June to August
(JJA) climatology in the REF‐B1 simulations. Data are based on climatological means for the models,
ERA‐40 and NCEP data from 1980 to 1999 and on the Randel et al. [2004] climatology that re-
presents the time period 1992–1997. The grey shading indicates a 95% confidence interval for the 20‐year
mean ERA‐40 climatology based on a t‐distribution. Where an ensemble of simulations is available for a
model, quantities are calculated for the ensemble mean zonal‐mean zonal wind field.
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[42] A brief comparison of the variability in the zonal
wind in the tropics in the REF‐B1 and REF‐B2 simulations
from 1980–2000 shows differences throughout the strato-
sphere, which are associated with a lack of a QBO in most
of the REF‐B2 simulations and a strengthened SAO (not
shown). Like the REF‐B1 ensemble, all REF‐B2 simula-
tions exhibit a poor annual cycle in the upper stratosphere.

3.7. Synopsis and Comparison to Previous Multimodel
Assessments
[43] It is clear from the above results that the models, on

average, perform well in simulating most aspects of mean
climate of the stratosphere. There are, however, some
stratospheric processes and phenomena in which there are
significant consistent biases in most of the models. In par-
ticular, these include the springtime cold bias in the lower
stratosphere and general delay in the winter to summer
transition in many of the models. In comparison with pre-
vious multimodel assessments, the overall simulation of
stratospheric climate has on average improved over the
10 years or so since Pawson et al. [2000], most notably due
to the introduction of parameterized NOGWD [Austin et al.,
2003]. On the other hand, there is no clear evidence that
there has been a systematic improvement in the simulation

of stratospheric climate between the current generation of
CCMs and those assessed by Eyring et al. [2006], i.e.,
between CCMVal‐1 and CCMVal‐2.
[44] The present study, nonetheless, advances that of

Eyring et al. [2006] with a comprehensive intercomparison
of the intraseasonal to interannual variability and the zonally
asymmetric component of the circulation. In general, the
variability was not as well reproduced by the models as the
time‐mean climate. This was a particularly acute problem in
the tropics where nearly all the models under represent the
strength of the QBO despite many of them artificially
imposing it. Indeed even when the QBO was imposed there
was an unexpected spread in tropical zonal wind variability.
A weak tropical annual cycle in the zonal‐mean zonal wind
was common across all models too. In the extratropics there
are some clear links between diagnostics of stratospheric
variability and persistent biases in the models, for example
between the late final warming in many models and the cold
bias in the spring time lower stratosphere. The multimodel
assessment also indicated common deficiencies and un-
certainties in simulating the zonally asymmetric component
of the flow. In the NH the circulation is on average too zonal
whereas in the SH there was a wide spread in the orientation
of the polar vortex.

Figure 14. Descent of the zero zonal‐mean zonal wind at 60°S based on the climatological mean annual
cycle calculated from the monthly and zonal‐mean zonal winds. The dark grey area shows a 95% con-
fidence interval for the intermodel standard error, and the light grey area shows a 95% confidence interval
for the 20‐year mean ERA‐40 transition, based on a t‐distribution. Climatological means are calculated
for the same period as in Figure 1.

Figure 15. Profiles of (a and b) the interannual standard deviation, (c and d) the amplitude of the “QBO” (i.e., coherent
variability with periods between 2 and 5 years), (e and f) the amplitude of SAO, and (g and h) the amplitude of the annual
cycle in the detrended zonal‐mean zonal wind averaged from 10°S–10°N for the full period of the REF‐B1 simulations and
ERA‐40 reanalysis. Methodology is similar to that in the work of Pascoe et al. [2005]. The amplitude is the ratio of the
definite integral of the zonal mean power spectrum to the standard deviation of the zonal‐mean zonal wind for periods
between 2 and 5 years (Figures 15c and 15d), the 6 month harmonic (Figures 15e and 15f), and the 12 month harmonic
(Figures 15g and 15h). Linear trends were first fitted to and then removed from the data. An asterisk after a model name
indicates that the model has an externally forced (i.e., artificial) QBO. For clarity the model results are split into right‐hand
and left‐hand panels.
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Figure 3. Top panels: time–latitude changes in Southern Hemisphere column ozone in WACCM simulations with slightly lower (left, 0.7 mPa) and
higher (right, 1.0 mPa) values of NGWD source-level momentum flux. Bottom panels: time series of polar temperatures at the 61 hPa pressure level in
the simulations. This figure is available in colour online at www.interscience.wiley.com/journal/qj

3.1. The gravity-wave dispersion relation

Gravity waves are treated here and in the analyses cited
in the article as small-amplitude perturbations to some
larger scale horizontally uniform and steady background
state with horizontal wind ū, v̄, temperature T̄ and density
ρ̄. We refer the reader to Fritts and Alexander (2003; section
2) for a derivation of the wave equations starting from the
fundamental fluid equations, which can be used to derive
the dispersion relation.

The dispersion relation relates the wave frequency ω to
other wave-propagation properties such as the horizontal
(k, l) and vertical (m) wavenumbers. An important wave
frequency that emerges is the intrinsic frequency ω̂ =
ω − kū − lv̄, i.e. that measured in the frame of reference
moving with the background wind. The dispersion relation
can be generally written (Fritts and Alexander (2003); their
Eq. (23)) as

ω̂2 = N2(k2 + l2) + f 2[m2 + (2H)−2]

k2 + l2 + m2 + (2H)−2
, (1)

where N is the Brunt–Väisälä frequency. f is the Coriolis
parameter and H is the density scale height. (We are

further neglecting compressibility effects, which lead to
acoustic–gravity waves.) With slow variations in height
N(z), H(z), ū(z), v̄(z), Eq. (1) allows variations m(z) and
ω̂(z). Altitudes where ω̂ → 0 (or c = ω/k = U , where U is
the wind component in the direction of wave propagation)
are called critical levels. Near or below this level the
wave generally becomes unstable and will dissipate. These
processes underlie the concept of ‘critical-level filtering’.

Various observation techniques have different inherent
resolutions, and the method of separating waves from the
larger scale background can further restrict the range of
wavelengths that is resolved in an analysis. A restricted range
of wavelengths also implies a restricted range of frequencies
through Eq. (1), a point made earlier by Alexander (1998).
We will describe the limitations of individual techniques in
sections 3.3–3.5 and compare the various observable ranges
of wavelength and frequency in section 3.7.

3.2. Calculation of gravity-wave momentum fluxes

The method of calculating gravity-wave momentum fluxes
depends on which variables are being directly observed.
For instance, the primary satellite-observed quantity is

Copyright c© 2010 Royal Meteorological Society and Crown
in the right of Canada
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NOAA-16 are assimilated. Although ozone and other
trace gases are predicted by the model, they are not
assimilated.

An assimilation cycle centered at time t consists of the
following steps. First, a 6-h forecast that is initialized
from the previous analysis cycle, which is centered at
t 2 6 h, is performed from t 2 3 to t 1 3 h. Differences
between the forecast (saved at 1-h intervals) and the
observations are then computed in observation space at
the appropriate times in that 6-h window. The differ-
ences in observation space are transformed to model
space using the error covariances to yield differences in
the prognostic variables valid at time t. These latter
differences, which we will refer to as ‘‘analysis incre-
ments,’’ are divided by NDt, where N is the number of
model time steps in the 6-h window and Dt is the model
time step, and used as forcing terms for the model
when it is rerun from t 2 3 to t 1 3 h. This second

integration yields the analysis. This process is repeated
using the analysis at t 1 3 h as the initial conditions
for the next cycle. We use CMAM-DAS analyses for
2006–10.

3. Inferring missing GWD from analysis
increments

Because the assimilation scheme assumes no biases,
persistent analysis increments indicate the presence of
biases in the forecast model, the observations, or both
(Daley 1991). To isolate these biases, the increments
must be averaged in both space and time. This removes
the random component due to nonlinear error growth
(i.e., the ‘‘butterfly effect’’), as well as the random errors
in the observations and the effect of the irregular spatial
sampling pattern of the observations.

Since the model biases arise over 6 h, they must be
due to fast processes, which in the stratosphere means
parameterized GWD. Although it is possible that the
bias reflected in the analysis increments is due to the
AMSU-A observations, which are the only observations
at these heights, we hypothesize that the bias is model
related because its latitudinal and temporal evolution is
related to the vortex evolution. We will then verify a
posteriori that this assumption is justified.

Figures 1 and 2 show zonal mean zonal wind analysis
increments from CMAM-DAS for June–August (JJA)
and October, respectively. The wind increments have
been multiplied by 4 day21 (i.e., one analysis increment
field every 6 h) in order to express them as a tendency
for later comparison to the parameterized GWD ten-
dencies. Note the region of large negative increments
centered at about 558S and 3 hPa in JJA, which descends
to about 5 hPa in October. This feature is robust since
it occurs each year, at the same place, and with ap-
proximately the same strength. Negative increments
indicate that the zonal mean zonal wind tendencies
in the forecast model (i.e., CMAM) are too strong,
meaning that the insertion of the observations is acting
to decelerate those winds. The tapering off of the analysis
increments above about 2 hPa in Fig. 1 occurs because
the background-error covariance matrix, which spreads
information both horizontally and vertically (see Daley
1991), is reduced above 2 hPa to prevent spurious anal-
ysis increments from appearing far above the region of
observations, which cannot be justified statistically (see
section 3a of Polavarapu et al. 2005b).

Centered near 758S in the stratosphere in Figs. 1 and 2
is a region of weak positive wind increments, which
could be an indication of too much GWD at that lo-
cation. They could also reflect the near-instantaneous
(i.e., within a 6-h period) nonlocal response to the

FIG. 3. Daily (a) zonal wind analysis increments from CMAM-
DAS, (b) CMAM-DAS zonal wind, and (c) ERA-Interim zonal
wind, all averaged from 508 to 708S for 2006–10. The increments
have been smoothed using a 3-day running mean and expressed as
a tendency by multiplying them by 4 day21. Contour intervals are
0.8 m s21 day21 in (a) and 10 m s21 in (b) and (c); negative values
are dashed. Light and dark shadings in (a) are used for values less
than 20.4 and 22.0 m s21 day21, respectively.

806 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S VOLUME 69

Experimented  with  adding  
gravity  wave  momentum  flux  
in  a  band  at  60oS  to  “fill  the  
gap”  and  correct  the  bias.	
zonal wind analysis increments are small; in the region

near 608S where the large negative increments occur, the
zonal wind differences are small. In October the CMAM-
DAS increments peak lower down, around 5 hPa (Fig. 2).
Yet at these altitudes the CMAM-DAS winds agree
very well with ERA-Interim.

Although we cannot rule out the possibility that the
presence of the systematic analysis increments is due to
a bias in the observations, it seems unlikely that all the
various AMSU-A platforms available during 2006–10
would have the same bias. Indeed, operational centers
apply separate bias corrections to each instrument on
each platform. Since ECMWF assimilated all of the
available AMSU-A datasets (see Fig. 14 of Dee et al.
2011), whereas CMAM-DAS assimilated only two, the
agreement with the ERA-Interim winds (Fig. 3) at the
height of the peak increments suggests that observation
bias is not the primary cause of the systematic zonal
wind analysis increments in CMAM-DAS.

The right column in Fig. 4 shows zonal mean zonal
winds for ERA-Interim averaged from 1996–2010. This
15-yr period is chosen because it is long enough to yield
a reasonable climatology yet avoids the years when the
ozone hole was deepening, during which there was a
trend in the breakdown date of the SH vortex (e.g.,
Waugh et al. 1999). We have verified that there is no de-
tectable trend in the final warming dates (as defined in
the next section) at 50 and 10 hPa. The close agreement
between the 15- and 5-yr averages (Figs. 4b,e) indicates
that the latter are representative of the longer-term
climatology, which suggests that the CMAM-DAS zonal
wind analysis increments are also representative of a
longer-term climatology of the model bias (if it were
available). In the next section we use ERA-Interim data
for comparison purposes since they span a longer time
period than CMAM-DAS, thus enabling more accurate
climatological biases in the free-running CMAM simu-
lations to be obtained.

FIG. 5. Zonal mean zonal component of (a),(c) orographic and (b),(d) nonorographic GWD
for (a),(b) JJA and (c),(d) October for 5-yr average CMAM-DAS. Contour interval is
0.6 m s21 day21; negative values are dashed. Light and dark shadings are used for values less
than 20.9 and 22.1 m s21 day21, respectively.
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daily temperatures dropping below the threshold for
polar stratospheric clouds less often, which in turn results
in less heterogeneous chemical ozone loss. Second, a
weaker vortex weakens the polar-vortex transport bar-
rier, increasing the flux of ozone from lower latitudes and
providing less confinement of ozone-depleted air. Also
shown in Fig. 17 are results from the National Institute of
Water and Atmosphere (NIWA) combined ozone data-
base (Bodeker et al. 2005), updated version 2.7 ‘‘Long-
patched’’ daily data (http://www.bodekerscientific.com/
data/total-column-ozone). Since only 5 yr of data are used,
there is uncertainty in the mean, although the results
do suggest that the ozone hole in the GWD60S exper-
iment is too shallow. This is confirmed by comparing
the CMAM results to the three-member ensemble mean
monthly mean results from the CMAM CCMVal-1
REF-2 simulations for the same 5-yr period, also shown
in Fig. 17. (Since the CCMVal-1 version of CMAM did
not have tropospheric chemistry, the global and annual
mean column ozone is lower by about 11 DU than for
the control experiment. An 11-DU offset has therefore
been added to the CCMVal-1 results in Fig. 17.) Not
surprisingly, the CCMVal-1 results agree well with the
control experiment. The fact that the Antarctic ozone
hole in the 20-yr (1980–99) climatology from CMAM
CCMVal-1 is somewhat shallower than the corre-
sponding 20-yr climatologies of both the NIWA and
satellite-based observations (Fig. 14 of Eyring et al.

2006) confirms that the ozone hole in the GWD60S ex-
periment is indeed too shallow. Thus, reducing the dy-
namical biases in CMAM by the inclusion of the extra
GWD has degraded the simulation of ozone in the
Antarctic. This suggests that CCMs that obtain realistic

FIG. 16. Differences (GWD60S minus control) of monthly mean (a) temperature, (b) total wave drag, (c) residual
vertical velocity, and (d) total GWD. Temperature and vertical velocity are averaged from 708 to 908S, and wave drag
from 408 to 808S. Contour intervals are 2 K, 0.2 mm s21, and 0.4 m s21 day21; negative values are dashed. Shading
denotes differences that are statistically significant at the 95% level.

FIG. 17. Daily total column ozone averaged from 708 to 908S for
the control experiment (red), GWD60S experiment (blue), and
NIWA ‘‘LongPatched’’ observations for 2006–10 (dotted). Monthly
and three-member ensemble mean values from CMAM CCMVal-1
REF-2 simulations from 2006–10 are given by the black circles; an
offset of 11 DU has been added to the CCMVal-1 data (see text).
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breakdown of the SH polar vortex using short simula-
tions should therefore be treated with some caution.

Before discussing the results of the GWD60S experi-
ment, it is first necessary to demonstrate that the cold-pole
bias in winter and the delayed vortex breakdown in
spring in the control simulation are not due to a lack of
resolved wave flux from the troposphere. For that, the
100-hPa meridional eddy heat flux (the typically used
metric for tropospheric wave forcing) is used. Figure 10,
which shows seasonally averaged results for midlatitudes
for winter and spring, indicates that the heat flux for the
control simulation is in good agreement with the ERA-
Interim results.

c. Impact of extra GWD

Inclusion of the extra GWD at 608S results in a sub-
stantial reduction in the wind and temperature biases
as seen in Figs. 6 and 7. The temperature biases in the

GWD60S experiment are much smaller than in the con-
trol simulation, with improvement even occurring in early
summer in the stratosphere when the direct impact of the
extra GWD is negligible (Fig. 6b). Moreover, the date of
the transition to easterlies also has improved, as seen by
the lack of contours in the stratosphere in December in
Fig. 7d. The latter is quantified in Figs. 8 and 9, which

FIG. 8. Mean final warming dates at 50 hPa for the control ex-
periment, GWD60S experiment, and ERA-Interim for 1996–2010.
The error bars denote the 95% confidence intervals of the means.
The final warming date is here defined by when the zonal mean
zonal wind at 608S and 50 hPa drops below 10 m s21 and remains
so for the duration of the summer.

FIG. 9. Final warming dates vs pressure: control experiment
(red), GWD60S experiment (blue), and ERA-Interim for 1996–
2010 (black). The climatological means are given by the large
circles (joined by lines) and individual years by small dots. The
error bars denote the 95% confidence intervals of the means. The
final warming date is here defined by when the zonal mean zonal
wind at 608S becomes easterly and remains so for the duration of
the summer. The small dots have been offset slightly in the ver-
tical for clarity.

FIG. 10. Meridional heat flux at 100 hPa averaged from 408 to 808S for (a) JJA and (b)
September–November (SON). From left to right in each panel are shown the control experi-
ment, GWD60S experiment, and ERA-Interim for 1996–2010. The error bars denote the 95%
confidence intervals of the means.
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X - 30 ALEXANDER AND GRIMSDELL: SH ISLAND GRAVITY WAVE OCCURRENCE

Table 1. Southern Hemisphere Island Data

Name: Peak Altitude Latitude Longitude

MacQuarie 410m 54.5◦S 159◦E
Auckland 705m 50.7◦S 166◦E
Amsterdam 867m 37.8◦ 77.5◦E
Gough 910m 40.3◦S 9.9◦W
Bouvet 935m 54.4◦S 3.4◦E
Crozet 1090m 46.4◦S 51◦E
Prince Edward 1242m 46.9◦S 37.7◦E
South Orkney 1266m 60.6◦S 45.5◦W
South Sandwich 1370m 58.4◦S 26.4◦W
Tasmania 1617m 42◦S 146◦E
Kerguelen 1850m 49.3◦S 69.6◦E
Tristan da Cunha 2062m 37.1◦S 12.3◦W
Heard 2745m 53.1◦S 72.5◦E
South Georgia 2934m 54.2◦S 36.8◦W

Table 2. July wave occurrence (%) and winds (ms−1) at 900 and 3hPa.

Island Group: Latitude July % Ū900mb Ū3mb

Tristan da Cunha 37 S 20% 12 77
Tasmania 42 S 34% 11 67
Prince Edward/Crozet 46-47 S 44% 18 100
Heard/Kerguelen 49-53 S 72% 19 103
South Georgia/Sandwich 54-58 S 36% 14 87
South Orkney 61 S 2% 13 72

D R A F T June 10, 2013, 3:00pm D R A F T
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-­‐‑  Peak  altitudes  400-­‐‑3000m	
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Tasmania 1617m 42◦S 146◦E
Kerguelen 1850m 49.3◦S 69.6◦E
Tristan da Cunha 2062m 37.1◦S 12.3◦W
Heard 2745m 53.1◦S 72.5◦E
South Georgia 2934m 54.2◦S 36.8◦W

Table 2. July wave occurrence (%) and winds (ms−1) at 900 and 3hPa.

Island Group: Latitude July % Ū900mb Ū3mb

Tristan da Cunha 37 S 20% 12 77
Tasmania 42 S 34% 11 67
Prince Edward/Crozet 46-47 S 44% 18 100
Heard/Kerguelen 49-53 S 72% 19 103
South Georgia/Sandwich 54-58 S 36% 14 87
South Orkney 61 S 2% 13 72
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-­‐‑  Latitudes  37-­‐‑61oS	

-­‐‑  Peak  altitudes  400-­‐‑3000m	

	


-­‐‑  Survey  of  the  data  found  
no  wave  events  for  Gough,  
Macquarie,  Amsterdam,  
Bouvet.    Auckland  often  
obscured  by  NZ.	


Focus  on  island  peaks  >  1000m	




Method:  Wave  event  identification	


Identify  island  waves  
in  data  via  distinct  arc  
or  v-­‐‑shaped  paierns,  
connected  to  island,  
extending  eastward.	

	

Monthly  statistics:	

	


occurrence            #  events  	

frequency            #  overpass	

	

Island  waves  may  be  
obscured  by  
background  waves  
from  other  sources:	
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Figure 1. Brightness temperature anomalies T ′(K) derived from radiances measured

in the AIRS 667.78 cm−1 channel that peaks near 40-km altitude. Areas where anomalies

are smaller than 3 times the measurement noise Alexander and Barnet [2007] appear

white. The figure includes four example swaths over Southern Hemisphere islands. Top

left: Kergulen and Heard Islands on 10 August 2003. Bottom left: Prince Edward Island

on 11 August 2004. Top right: S. Georgia Island on 6 September 2003. Bottom right: S.

Georgia Island on 3 August 2003.
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Uncertain  cases  give  estimate  of  occurrence  frequency  uncertainty  +/-­‐‑8%	


=	




AIRS  Sampling	

-­‐‑  Typically  2-­‐‑3  measurement  swaths  
daily  above  each  island.	

	


-­‐‑  Winter  season  has  westerly  
stratospheric  winds  favorable  for  
vertical  propagation  of  mountain  
waves.	

	


-­‐‑  AIRS  kernel  function  depth  means  
only  long  vertical  wavelength  
waves  >  12  km  are  visible.	


Night	


  Day      	
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Figure 2. Wave occurrence frequencies (as %) are plotted here (red/squares) with

the ordinate showing island groups in order of increasing southern latitude. Also shown

are strength of the zonal winds (m s−1) at the observation level (3hPa) at each loca-

tion (blue/diamonds), and low level zonal wind at 900hPa (grey/triangles). Interannual

variability is illustrated with data from two years, 2003 (dashed) and 2004 (solid).

Figure 3. The solid line shows the brightness temperature response in the AIRS 667.8

cm−1 channel as a function of vertical wavelength. Also plotted is the kernel function for

this channel (gray) versus altitude, in normalized units to illustrate the vertical structure.

(After Hoffmann and Alexander [2009].)
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Results:  July  Occurrence  Frequencies	

Wave  occurrence  varies  with  latitude  and  in  rough  proportion  to  wind  
at  the  observation  level.	

è First  order  control:  stratospheric  wind  on  wave  visibility  in  AIRS.	

This  further  suggests  wave  events  may  be  far  more  common  than  observed.	
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3hPa  Zonal  
Wind  (m/s)	


Occurrence  
Frequency  (%)	


900hPa  
Wind    (m/s)	


July  Means:  Islands  ordered  by  oS  Latitude	




Results:  Seasonal  and  interannual  variations	


May-­‐‑September	

                                    2003	

                                    2004	

	

Seasonal  variation  
in  occurrence  
frequency  also  
follows  the  zonal  
wind  speed  at  the  
observation  level.	
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Figure 4. Monthly-mean May through September wave occurrence frequencies and

zonal winds: Wave occurrence frequency in % (pink/squares); 3hPa zonal winds in

ms−1 (blue/triangles); and 900hPa zonal winds in ms−1 (gray/diamonds). The left

panel shows results for the Heard/Kerguelen island group and the right panel for the

S.Georgia/S.Sandwich group. Two years are shown: 2003 (dashed) and 2004 (solid).
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Results:  Seasonal  and  interannual  variations	


May-­‐‑September	

                                    2003	

                                    2004	

	

Seasonal  variation  
in  occurrence  
frequency  also  
follows  the  zonal  
wind  speed  at  the  
observation  level.	

	

Anomaly  in  June	

2003  at  Kerguelen/  
Heard:	
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Figure 4. Monthly-mean May through September wave occurrence frequencies and

zonal winds: Wave occurrence frequency in % (pink/squares); 3hPa zonal winds in

ms−1 (blue/triangles); and 900hPa zonal winds in ms−1 (gray/diamonds). The left

panel shows results for the Heard/Kerguelen island group and the right panel for the

S.Georgia/S.Sandwich group. Two years are shown: 2003 (dashed) and 2004 (solid).
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Details  reveal  no  waves  observed  during  a  6-­‐‑day  period  of  easterly  surface  
winds,  when  orographic  waves  were  effectively  shut  off.	

è  Additional  effects  of  surface  conditions  on  wave  generation.	




Significance  to  General  Circulation	

Event-­‐‑mean  momentum  fluxes  estimated  directly  from  AIRS  data  with  
wavelet  method  [Alexander  et  al,  2009]:  All  events  May-­‐‑Sep  2003-­‐‑4	
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Figure 5. Season average (May-September) momentum fluxes due to wave events

observed over Kerguelen/Heard (left) and S. Georgia/S. Sandwich (right) islands. The

boxes show regions over which we average to examine seasonal variations in the fluxes in

Figure 6.
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Figure 5. Season average (May-September) momentum fluxes due to wave events

observed over Kerguelen/Heard (left) and S. Georgia/S. Sandwich (right) islands. The

boxes show regions over which we average to examine seasonal variations in the fluxes in

Figure 6.
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Heard	


Kerguelen	
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Georgia	
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(Montagu)	


Error  due  to  AIRS  
measurement  noise  
=  4  mPa	


Larger  “background  values”  due  to  non-­‐‑
orographic  waves.  (Method  assumes  c=0)	

These  do  not  affect  local  wavelet  results.	




Momentum  Flux:  Seasonal  Variation	

Monthly-­‐‑mean  May  thru  September  momentum  fluxes  for  4  islands.	
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Figure 6. Monthly-mean May through September wave momentum fluxes. Left: Ker-

guelen (blue/squares) and Heard (red triangles) islands. Right: S. Georgia (blue/squares)

and S. Sandwich (red/triangles) islands.

Figure 7. PDF of all May-September events above S. Georgia, S. Sandwich, Kerguelen,

and Heard Islands. The 90th percentile indicates that 60% of the flux is contained in only

the largest 10% of events.
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-­‐‑  Note  wave  fluxes  
typically  decay  with  z.	

	


-­‐‑  Might  max  monthly  
mean  momentum  fluxes  
(~100mPa)  and  
occurrence  frequencies  
(~75%)  be  common  at  
lower  altitudes?	

	


-­‐‑  Use  this  scenario  to  
evaluate  a  potential  
impact  of  island  
orographic  waves  on  	

the  stratospheric  
circulation…	




Potential  Impact  on  General  Circulation	

Assumptions:	

1.  Occurrence  frequencies  in  the  lower  stratosphere  =  75%	

2.  Event  momentum  flux  for  larger  Islands  with  topography  >  1500  m  =  100  mPa  

per  5ox4o  area  	

3.  Event  momentum  flux  for  small  Islands  with  topography  >2000m=  50  mPa  per  

3ox2o  area	

4.  Event  momentum  flux  for  small  Islands  1000-­‐‑1500  m  =      30  mPa  per  3ox2o  area	
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Table 1. Southern Hemisphere Island Data

Name: Peak Altitude Latitude Longitude

MacQuarie 410m 54.5◦S 159◦E
Auckland 705m 50.7◦S 166◦E
Amsterdam 867m 37.8◦ 77.5◦E
Gough 910m 40.3◦S 9.9◦W
Bouvet 935m 54.4◦S 3.4◦E
Crozet 1090m 46.4◦S 51◦E
Prince Edward 1242m 46.9◦S 37.7◦E
South Orkney 1266m 60.6◦S 45.5◦W
South Sandwich 1370m 58.4◦S 26.4◦W
Tasmania 1617m 42◦S 146◦E
Kerguelen 1850m 49.3◦S 69.6◦E
Tristan da Cunha 2062m 37.1◦S 12.3◦W
Heard 2745m 53.1◦S 72.5◦E
South Georgia 2934m 54.2◦S 36.8◦W

Table 2. July wave occurrence (%) and winds (ms−1) at 900 and 3hPa.

Island Group: Latitude July % Ū900mb Ū3mb

Tristan da Cunha 37 S 20% 12 77
Tasmania 42 S 34% 11 67
Prince Edward/Crozet 46-47 S 44% 18 100
Heard/Kerguelen 49-53 S 72% 19 103
South Georgia/Sandwich 54-58 S 36% 14 87
South Orkney 61 S 2% 13 72
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McLandress  et  al  [2012]  study  estimated  10  mPa  zonal  mean  flux  
needed  to  alleviate  their  climate  model  wind  bias.	


èSubstantial  
zonal-­‐‑mean  
contributions  
from  these  
island  wave  
events.	

	




Summary  &  Conclusions	


•    Orographic  waves  above  small  SH  islands  occur  
commonly  in  the  fall-­‐‑thru-­‐‑spring  stratosphere.	


	


•  Occurrence  frequencies  in  AIRS  are  primarily  
limited  by  stratospheric  winds.	


	


•  Momentum  fluxes  can  be  large,  and  mean  values  
>100  mPa  (10x  zonal  mean  at  other  latitudes).	


	


•  Small  area  of  island  wave  events  will  limit  their  
impact  on  SH  circulation,  but  collectively  they  may  
fill  a  fraction  of  the  “gap”  in  SH  drag.	
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